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Now 



current excess (stop channel)  
ATLAS 1l + missing + jets 2

Signal region SR1 tN high bC2x diag bC2x med bCbv DM low DM high

(nj , nb) (� 4,� 1) (� 4,� 1) (� 4,� 2) (� 4,� 2) (� 2,= 0) (� 4,� 1) (� 4,� 1)

E/T [GeV] 260 450 230 210 360 300 330

mT [GeV] 170 210 170 140 200 120 220

amT2

[GeV] 175 175 170 210 - 140 170

Total background 24± 3 3.8± 0.8 22± 3 13± 2 7.8± 1.8 17± 2 15± 2

Observed 37 5 37 14 7 35 21

p
0

(�) 0.012(2.2) 0.26(0.6) 0.004(2.6) 0.40(0.3) 0.50(0) 0.0004(3.3) 0.09(1.3)

N limit

obs. (95% CL) 26.0 7.2 27.5 9.9 7.2 28.3 15.6

TABLE I: Summary of some of the selection cuts and the results of the seven signal regions defined in ATLAS stop search in
`+ jets+ /E

miss
T channel.

In the following we focus on the excess in the signal re-
gion DM low. The estimated event number of background
is 17 ± 2 while the observed number of events is 35 in
DM low. From the background+signal hypothesis, esti-
mated 2�-confidence interval for the number of signal is
[7.4, 32.6] and the central value is 18.0. We summarize
the confidence intervals used in our analysis in Table II.
All the other signal regions listed in the Table I are con-
sidered for setting 95% C.L. exclusion contours. Note
that we don’t combine the results from di↵erent signal re-
gions as they are not statistically independent. Instead,
we overlay the preferred signal regions and the exclusion
contours in the following analysis.

Signal region 2� upper 1� upper central 1� lower 2� lower

DM low 32.6 24.7 18.0 12.2 7.4

TABLE II: Confidence-intervals of the number of signal in
DM low used in our analysis.

B. Other stop search constraints

There are other stop searches based on 0 lepton, 1 lep-
ton, and 2 leptons both from ATLAS and CMS, which
constrain the stop parameter space. We have found the
1 lepton search constraints from CMS [5] gives more or
less similar to that of the ATLAS, therefore, consider-
ing the signal regions with no excess in ATLAS 1 lepton
search is enough. The two lepton search channels do not
set strong constraints [6], and we did not consider them
in this paper. The CMS 0 lepton search channels set
slightly stronger bound than those of ATLAS, therefore,
we consider the following two hadronic stop search chan-
nels at CMS to set the 95% CL exclusion. The CMS
boosted top search requires top tagging and it is sensi-
tive to the stop with a large mass splitting with LSP,
where boosted tops are expected in the final state. The
CMS hadronic stop search aims at more conventional

topologies from stop decay. In the following, the AT-
LAS 1 lepton search is denoted as ATLAS 1L, the CMS
hadronic stop search [7] is denoted as CMS hadronic and
CMS boosted top search [8] is denoted as CMS boosted.

III. SIMPLIFIED MODELS

In this paper we interpret the excess from a light stop
pair production and their decays. We assume the lightest
stop dominantly consists of the right handed stop (t̃R).
The t̃L usually is accompanied by b̃L which is close in
mass, and it is constrained strongly with a bound up to
about 1 TeV [10]. We first consider a simple 1-step decay
from the right-handed stops. Depending on the dominant
component of the LSP, the constraints are modified as
the decay modes change. We scan the parameter space to
figure out the corresponding 2� favored region in DM low.
Our simulation for ATLAS 1L and CMS hadronic

searches are based on MadGraph + Pythia [11, 12], and
the generated signal events are passed to Delphes3 [13]
for a detector simulation.
need check more: For CMS hadronic analysis we

have checked the large mT search regions, we

have checked the most constraining signal regions

are from 2b-tagged regions.

For recasting CMS boosted search we simply compare
the cross sections rescaled with BR(t̃ ! t�̃)2 with the
upper bound of the cross section given in the CMS paper
assuming the best sensitivity is from two boosted top
tagged events.

A. Bino LSP

We first consider the simplest model: the lightest su-
persymmetric particle (LSP) is bino and the next-lightest
supersymmetric particle (NLSP) is t̃R. As shown in
Fig 1, the only decay channel is t̃ ! �̃0

1+ t in this model,
which is frequently assumed for many analyses in ATLAS

excess in various channel though all correlated  
(stop? ) 



Some distribution 

Assume top partner decay into LPS and top 

Not happy because it is analyzed by simplified model (Kinematics are 
taken care of, but assume 100% branching ratio to  draw contours  )    
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Figure 11: Expected (black dashed) and observed (red solid) 95% excluded regions in the plane of mt̃1 versus m �̃0
1

for direct stop pair production assuming t �̃0
1 decay with a branching ratio of 100%. The excluded regions from

previous publications [19, 24] (gray shaded area) are obtained under the hypothesis of mostly-right-handed stops,
while new results are obtained with an unpolarized signal assumption.
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Figure 12: Expected (black dashed) and observed (red solid) 95% excluded regions in the plane of mt̃1 versus m �̃0
1

for direct stop pair production assuming b �̃±1 decay with a branching ratio of 100%. The chargino mass is assumed
to be twice the neutralino mass (left) or close to the stop mass, m �̃±1

= mt̃1 � 10 GeV(right). The excluded regions
(gray shaded area) from previous publications, stop search in the one-lepton channel at 8TeV (left) [24] and ATLAS
stop search at 8TeV (right) [25], are obtained under the hypothesis of mostly-left-handed stops, while new results
are obtained with an unpolarized signal assumption.
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Figure 7: The Emiss
T (left) and mT (right) distributions in SR1. In each plot, the full event selection in the corresponding

signal region is applied, except for the requirement (indicated by an arrow) that is imposed on the variable being
plotted. The predicted backgrounds are scaled with the NFs documented in Table 7. The uncertainty band includes
statistical uncertainties. The last bin contains the overflow. Benchmark signal models are overlaid for comparison.
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Figure 8: The Emiss
T (left) and mT (right) distributions in tN_high. In each plot, the full event selection in the

corresponding signal region is applied, except for the requirement (indicated by an arrow) that is imposed on the
variable being plotted. The predicted backgrounds are scaled with the NFs documented in Table 7. The uncertainty
band includes statistical uncertainties. The last bin contains the overflow. Benchmark signal models are overlaid for
comparison.
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Why simplified model do not capturing the case  
Han,Nojiri, Takeuchi, Yanagida(arXiv tomorrow 
or next week)  

18 6 Summary

 [GeV]t~m
200 400 600 800 1000 1200

 [G
eV

]
10 χ∼

m

0

100

200

300

400

500

600

700

-310

-210

-110

1

10

210

1
0

χ∼

 +
 m

t

 =
 m

t~m

1
0

χ∼

 +
 m

t

 =
 m

t~m

 (13 TeV)-112.9 fbCMS  Preliminary 

  NLO+NLL exclusion1
0χ∼ t → t~, t~ t~ →pp 

theoryσ 1 ±Observed 
experimentσ 1 ±Expected 

95
%

 C
L 

up
pe

r l
im

it 
on

 c
ro

ss
 s

ec
tio

n 
[p

b]

Figure 9: Exclusion limits at 95% CL for simplified models of top squark pair production in the
T2tt scenario. The solid black curves represent the observed exclusion contours with respect
to NLO+NLL cross section calculations [54] and the corresponding ±1 standard deviations.
The dashed red curves indicate the expected exclusion contour and the ±1 standard deviations
with experimental uncertainties.
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FIG. 1: Stop decay in the simplified model.

on the (mt̃,m�0
1
) plane from ATLAS 1L, CMS hadronic,

and CMS boosted searches. The strongest limit is from
CMS boosted search because the tops in the final state
tend to be boosted. We find all the 1� favored region
are excluded out by CMS boosted and almost all the 2�-
region is excluded.

B. Higgsino LSP

To ease the tension from CMS boosted stop search, we
may consider a model where the stop has other decay
channels than the direct decay into top and LSP. As
an example, we consider another simplified model where
LSP is higgsino. For the higgsino LSP case, the hig-
gsinos (�0

1,2) and charged higgsino (�±

1 ) is naturally de-
generate. As the typical mass di↵erence is ⇠ GeV, we
cannot observe the decay products from those particles
essentially and all particles behaves like LSP in terms of
the collider signature at the LHC. The branching ratios
are BR(t̃R ! t�0

1,2) ⇠ BR(t̃R ! b�+
1 ) ⇠ 50% when the

phase space suppression due to the top mass is negligible.
Thus, the contribution of the two boosted tops is reduced
by a factor 1/4. Since CMS boosted stop search relays on
two boosted tops in the final states, the constraint be-
comes much weaker. On the other hand, the 1` signal
can originate from events with one stop decay into a top
and the other into a bottom, thus, there are no strong
reduction factor. In Fig 3 we show the signal preferred
region and several exclusion contours. The CMS boosted

stop search becomes significantly weaker, and there ap-
pears a large region not excluded by either ATLAS 1L and
CMS boosted but in the 2� favored region. However, the
CMS hadronic constraints are still strong enough to ex-
clude the whole 2� signal favored region. It is because
reducing BR(t̃R ! t�0

1,2) also reduce the number of 1
lepton signals, while the conventional 0 lepton signals
are not reduced and it results in a similar sensitivity to
the Bino LSP case.
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FIG. 2: 2� favored region and the excluded region from the
Bino LSP model.

FIG. 3: 2� favored region and the excluded region from the
Higgsino LSP model.

C. Higgsino + Bino LSP

Although by reducing BR(t̃R ! t�0
1) the tension

between CMS boosted and ATLAS 1L searches could be
eased, it also reduces the signal events and makes the con-
ventional hadronic stop search relatively more e↵ective.
To avoid this situation, keeping more signal events while
reducing top branching ratio is necessary, therefore, it is
preferable to find a way to make the BR(t̃R ! b�+) also
contribute to enhance the lepton signals. We consider
here a model where NLSP is higgsino and LSP is bino.
Since the chargino will decay into W plus neutralino, one
lepton could come from the W decay through a two step
decay. We set the mass di↵erence between stop and hig-

stop_R→Bino LSP case is almost exclude  
by CMS boosted top search :-( marginal possibility in  

degenerate region 



How about light Higgsino? 
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FIG. 1: Stop decay in the simplified model.

on the (mt̃,m�0
1
) plane from ATLAS 1L, CMS hadronic,

and CMS boosted searches. The strongest limit is from
CMS boosted search because the tops in the final state
tend to be boosted. We find all the 1� favored region
are excluded out by CMS boosted and almost all the 2�-
region is excluded.

B. Higgsino LSP

To ease the tension from CMS boosted stop search, we
may consider a model where the stop has other decay
channels than the direct decay into top and LSP. As
an example, we consider another simplified model where
LSP is higgsino. For the higgsino LSP case, the hig-
gsinos (�0

1,2) and charged higgsino (�±

1 ) is naturally de-
generate. As the typical mass di↵erence is ⇠ GeV, we
cannot observe the decay products from those particles
essentially and all particles behaves like LSP in terms of
the collider signature at the LHC. The branching ratios
are BR(t̃R ! t�0

1,2) ⇠ BR(t̃R ! b�+
1 ) ⇠ 50% when the

phase space suppression due to the top mass is negligible.
Thus, the contribution of the two boosted tops is reduced
by a factor 1/4. Since CMS boosted stop search relays on
two boosted tops in the final states, the constraint be-
comes much weaker. On the other hand, the 1` signal
can originate from events with one stop decay into a top
and the other into a bottom, thus, there are no strong
reduction factor. In Fig 3 we show the signal preferred
region and several exclusion contours. The CMS boosted

stop search becomes significantly weaker, and there ap-
pears a large region not excluded by either ATLAS 1L and
CMS boosted but in the 2� favored region. However, the
CMS hadronic constraints are still strong enough to ex-
clude the whole 2� signal favored region. It is because
reducing BR(t̃R ! t�0

1,2) also reduce the number of 1
lepton signals, while the conventional 0 lepton signals
are not reduced and it results in a similar sensitivity to
the Bino LSP case.

FIG. 2: 2� favored region and the excluded region from the
Bino LSP model.
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FIG. 3: 2� favored region and the excluded region from the
Higgsino LSP model.

C. Higgsino + Bino LSP

Although by reducing BR(t̃R ! t�0
1) the tension

between CMS boosted and ATLAS 1L searches could be
eased, it also reduces the signal events and makes the con-
ventional hadronic stop search relatively more e↵ective.
To avoid this situation, keeping more signal events while
reducing top branching ratio is necessary, therefore, it is
preferable to find a way to make the BR(t̃R ! b�+) also
contribute to enhance the lepton signals. We consider
here a model where NLSP is higgsino and LSP is bino.
Since the chargino will decay into W plus neutralino, one
lepton could come from the W decay through a two step
decay. We set the mass di↵erence between stop and hig-

50% t 50 %b 

even worse? :-(  

SR42

SR 40, 41

CMS PAS SUS-16-029 

SR 40,41 2 b jet  ETmiss and b  is not consistent with t  
Nj=5~7, not boosted top and W, ETmiss>  450

channels less  
than expected 

Note:  channels more than expected and channels  
less than expected  tend to overlap  



more complicated decay pattern 

4

gsino 150 GeV to forbid t+ H̃0
1,2 decay to make the dis-

cussion simpler. We have checked that opening t+ H̃0
1,2

mode also gives similar final results.

FIG. 4: Stop decay in the Higgsino + Bino LSP model.

In Fig 5, we show our simulation results recasting the
ATLAS 1L, CMS hadronic, and CMS boosted searches on
the (mt̃,m�0

1
) plane assuming m�+

1
= mt̃ � 150 GeV.

Large parameter region in the Higgsino + Bino LSP
model satisfying mt̃ ⇠ 800 GeV with m�0

1
. 350 GeV

or 650 GeV. mt̃ . 800 GeV with m�0
1
⇠ 350 GeV is

found consistent within 2� to all constraints although
1� favored region is still excluded by both ATLAS 1L and
CMS hadronic.
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FIG. 5: 2� favored region and the excluded region in Hig-
gsino+Bino LSP model. We fix m

˜t � m�̃± = 150 GeV and
tan� = 10. Left side of the LUX line has been excluded by
the dark matter direct detection experiments.

ATLAS 1L also provides the /E
miss
T andmT distributions

in DM low. We have selected three benchmark points,
which are indicated with crosses in Fig 5, and show the
expected distributions. The background distributions we
just take from the ATLAS plots. The benchmark points

FIG. 6: /E
miss
T and mT distribution for the three benchmark

points in the consistent region of the Higgsino + Bino LSP
model. The numbers in legend are the stop and the LSP
masses. The right most bin contains overflow events.

with stop-bino mass 650-350 GeV, 750-300 GeV, 800-
200 GeV predict the signal events in DM low to be 9.4
(1.6�), 9.8 (1.5�) and 8.3 (1.8�), respectively. The num-
bers in the parentheses indicate the statistical deviations
assuming the corresponding signal injection, to be com-
pared with 3.3 � of no signal assumption. Although all
the benchmark points are consistent within 2� based on
the total number of events in DM low the predicted dis-
tributions are di↵erent. We find compressed spectrum
is slightly preferred as the overflow bin doesn’t contain
much events. In the future these distributions would be
important to distinguish between models.

Although we only consider the Higgsino-Bino case (we
denote the case with Higgsino NLSP and Bino LSP as
Higgsino-Bino, etc. in the following), we would like give
some comments on other possibilities. Since the cou-
pling between stop (t̃R) and Wino is suppressed by the
neutralino mixing, the Wino-Bino (Wino-Higgsino) cases
are essentially reduced to the Bino (Higgsino) LSP case.
With the large L-R mixing in stop sector we can tune the
relative branching ratios by the stop mixing angle and the
collider signature of the Wino-Bino case could be similar
to the Higgsino-Bino model. Three remaining possibil-
ities are Bino-Higgsino, Bino-Wino, and Higgsino-Wino
cases. For the Bino-Higgsino case, the stop dominantly
decays into a higgsino, as stop couples higgsinos thor-
ough the top yukawa coupling, which is much stronger
than bino through the gauge coupling, and due to the
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points in the consistent region of the Higgsino + Bino LSP
model. The numbers in legend are the stop and the LSP
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with stop-bino mass 650-350 GeV, 750-300 GeV, 800-
200 GeV predict the signal events in DM low to be 9.4
(1.6�), 9.8 (1.5�) and 8.3 (1.8�), respectively. The num-
bers in the parentheses indicate the statistical deviations
assuming the corresponding signal injection, to be com-
pared with 3.3 � of no signal assumption. Although all
the benchmark points are consistent within 2� based on
the total number of events in DM low the predicted dis-
tributions are di↵erent. We find compressed spectrum
is slightly preferred as the overflow bin doesn’t contain
much events. In the future these distributions would be
important to distinguish between models.

Although we only consider the Higgsino-Bino case (we
denote the case with Higgsino NLSP and Bino LSP as
Higgsino-Bino, etc. in the following), we would like give
some comments on other possibilities. Since the cou-
pling between stop (t̃R) and Wino is suppressed by the
neutralino mixing, the Wino-Bino (Wino-Higgsino) cases
are essentially reduced to the Bino (Higgsino) LSP case.
With the large L-R mixing in stop sector we can tune the
relative branching ratios by the stop mixing angle and the
collider signature of the Wino-Bino case could be similar
to the Higgsino-Bino model. Three remaining possibil-
ities are Bino-Higgsino, Bino-Wino, and Higgsino-Wino
cases. For the Bino-Higgsino case, the stop dominantly
decays into a higgsino, as stop couples higgsinos thor-
ough the top yukawa coupling, which is much stronger
than bino through the gauge coupling, and due to the

bottom line: 
We need to wait  

Need to  
1. Reduce branch into stop to t chi  
2. Keep lepton branch  
 stop(right handed)  →higgsino→ bino W .                                                                   *   * 
*dark matter search constraint from  Higgsino Bino  mixing 
*Dark matter density can be adjusted by bin-slepton co-annihiliation

distribution is not sexy but OK 
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BSM search in Future 

High Luminosity is  possible but No 
large energy increase for a moment.  

Significance is expressed at            
S/√( B + (δ B)^2 ) where δB is  
systematical error of the 
background 

clean channel extend with 
luminosity. → Theoretical error 
will reduce drastically at NNLO   

New method which can reduce 
background might also be 
useful. 
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Figure 2. Reach of monojet searches.

The results are shown in Fig. 2. The 95 % CL reach of Lhc-14 with
L = 3 ab�1 is at the level of M� ⇠ 350 or 150 GeV, depending on the
choice of systematic uncertainty of the background (as previously discussed,
we fix either 1% or 5%). We find that a 100 TeV collider can improve the
reach of a factor 3-4 with respect to Lhc-14. Systematic uncertainties play an
important role in the determination of the sensitivity, especially at a 100 TeV
collider. In particular raising the luminosity to L = 30 ab�1 would produce
only a modest improvement of the sensitivity, for a systematic uncertainty
of ↵ = 5%. However, it is not implausible that for such a high luminosity a
better control of systematic uncertainties will be achieved.
Our findings are in good agreement with those of Ref. [56], where the monojet
reach has been quantified for 14 and 100 TeV pp colliders with L = 3 ab�1.

3.3.2 Monophoton

Monophoton searches at the Lhc have been performed by the Atlas and
Cms collaborations [53, 54]. These analyses require a high pT photon in ad-
dition to large 6ET . Quality criteria and isolation requirements are imposed
to the photon candidate.

The largest background comes from �Z(⌫̄⌫) processes. Additional back-
grounds include �W (`⌫), W (`⌫), �+jets, multijet, �Z(``) and diphoton. Sig-
nal processes are for instance those shown in Fig. 3. Notice that a photon
can also be radiated from the final state, as opposite to the cases where the
hard SM radiation on which one tags is constituted of jets, and also to other
DM candidates where charged states do not contribute to the signal.

10

I am going to talk about  
application of quark/gluon  

separation 

Cirelli et al  ‘14



What we may expect  
ex： gluino→ qq X

quark and gluon initiated jet are different:   In parton shower, quark split into 
hard quark and soft gluon and gluon split into two gluon more equally.  

ME level  pp-> gluino gluino-> 4q +missing: background  Z+jets more gluons. 

initiated. In addition, there are additonal jets in the signal events from initial state
radiation (ISR), dominantly gluons, which may reduce the difference between the
signal and background likelihoods if an ISR jet is harder than the decay jets and also
lies in the central region of the detector. At Born level, the dominant background of
Z+jets has a higher gluon fraction in the third and fourth highest pT jets (denoted
by j

3

and j
4

respectively). It is thus expected that the maximum discriminating
power in the likelihood would come from j

3

and j
4

, rather than the first and second
highest pT jets (denoted by j

1

and j
2

).
To define the MC truth level quark and gluon jet fraction, we adopt the following

method. Assume that we are looking for quark jets in an event. In the first step we
find quarks in the matrix element, and a quark of flavour f is denoted by fi. Next,
in the parton history related to the mother parton i, we find the parton Pi with the
same flavour as fi (we choose the parton with the highest transverse momentum if
there are multiple quark partons of flavour f). Finally, if the distance between the
jet J and the parton Pi is less than the jet cone size, �R(J, Pi) < R = 0.4, we define
the jet J as a quark jet. If not, then J is defined as a gluon jet. We emphasize that
in the actual study of signal-background discrimination, this definition does not play
any role, since in that case, we compare the likelihood of an event being signal-like
or background-like, based on an MVA with the discriminating variables as inputs.

For illustration, we show in Tab. 1 the parton level quark fraction of the first
four jets, as defined above. A representative signal point with Mg̃ = 1750 GeV and
M�̃0

1
= 750 GeV has been chosen for Tab. 1, and the quark fractions are shown after

a the preselection of Cut-1 and with M
e↵

> 1.8 TeV. The parton shower MC used
for this figure is Pythia 6.4.28. In general, we see from this table that among the
first four hardest jets, most signal events contain 3�4 quark jets, while most Z+jets
events contain 1� 2 quark jets.

Process f j1
q f j2

q f j3
q f j4

q

g̃g̃+jets 0.92 0.87 0.77 0.64
Z+jets 0.64 0.55 0.27 0.16

Table 1. Quark fraction (fq) at the MC truth level for the first four highest-pT jets in
g̃g̃+jets and Z+jets processes. All events are selected after passing the jet-pT , ET/ (Cut-1)
and M

e↵

> 1.8 TeV cuts, at the 14 TeV LHC. See text for details on the determination of
fq.

3.2 Inclusive and exclusive kinematic variables

In the dominant SM background processes of Z/W+jets, the jets come from initial
state QCD radiation, which exhibits a strong ordering of the jet pT ’s for a given HT

value, primarily because of the enhancement in the soft gluon emission probability
given by the QCD splitting functions. On the otherhand, for the decay jets coming

– 7 –

(Mgluino, Mchi) =(1750 GeV,750GeV ) Meff> 1.8TeV  
(we have checked  Matrix level ISR  

generation is not necessary for this level of compressed spectrum  

contamination of ISR  especially  
compressed spectrum 

background also contains quark 
especially for the first jet. 

(Fraction is calculated following parton shower history) 



experimental data
recent experimental study in data driven approach.  

• γ j  or Z j: jet is more likely to be quark  

• 2j event: Low pt: dominated by gluon jet, High pt quark 
and gluon jet 
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Figure 1: Left: shape comparison, in simulated QCD dijet events, of the likelihood discrimi-
nator for jets with 40 < pT < 50 GeV in the central region of the detector. Expected distri-
butions for light-quark jets (blue) and gluon jets (red) are shown separately. Right: discrimi-
nator performance curves of the quark-gluon tagger: green squares for jets with |h| < 2 and
40 < pT < 50 GeV, open brown markers for jets with |h| < 2 and 80 < pT < 100 GeV, yellow
solid markers for jets with 3 < |h| < 4.7 and 40 < pT < 50 GeV.

the event selection and the obtained results in these two control samples. In what follows, all
MC distributions are normalized to the integral of the data, as the interest lies in a comparison
of the variable shapes.

5.1 Validation on Z+jets events

The Z+jets control sample offers a relatively pure sample of quark jets in which more than 70%
of hard (pT > 100 GeV) and central (|h| < 2) jets are expected to originate from light-quark
hadronizations.

Only events in which the Z boson has decayed to a pair of muons are selected, as they provide
a clean experimental environment. The Z+jets events are selected in data according to the
procedure described in Ref. [23]. The full 2012 dataset is analyzed, triggered by dimuon triggers
with respective thresholds of 17 GeV and 8 GeV on the pT of each of the two muons. A total
integrated luminosity of 18 fb�1 has been used. The event selection further requires:

• the presence of two muons of opposite charge;
• the pT of the muons are required to be greater than 20 and 10 GeV, respectively;
• the dimuon invariant mass is required to fall in the 70-110 GeV range;
• the dimuon system and the (pT) leading jet are forced to be back-to-back in the trans-

verse plane by requiring their azimuthal difference to be greater than 2.5 rad;
• the subleading jet in the event is required to have a pT smaller than 30% of that of

the dimuon system.

The leading jet is considered and it is required to fail b tagging and pileup identification criteria.

Data are compared to simulated MC events, on which the same event selection criteria are im-
posed. This is shown in Fig. 2, where shape comparisons of the three input variables used in
the discriminator are shown for jets with 80 < pT < 100 GeV and |h| < 2 in Z+jets events:
multiplicity (right), pTD (center) and s2 (right). The data (black markers) are compared to the
MADGRAPH/PYTHIA simulation, on which the different components are shown: quarks (blue),

Discriminant ( BDT score)  



What is discriminant 
more splittings in the parton evolution, leading to larger numbers of final state particles for a given jet pT.
The variables tested are [5, 27–30]:

• Number of tracks in the jet:
ntrk =

X

trk2jet

• pT weighted width of the jet from tracks:

wtrk =

P
trk2jet pT,trk�Rtrk,jet
P

trk2jet pT,trk

• ET weighted width of the jets:

wcalo =

P
const2jet pT,const�Rconst,jet
P

const2jet pT,const

• Fraction of energy carried by the largest energy constituent:

f

largest =
Elargest const

Ejet
3

• Two point energy correlation function:

C� =

P
i, j 2jet ET, iET, j (�Ri, j )�
⇣P

i2jet ET, i
⌘2

Additionally, because gluons have no electric charge and quarks have fractional charge, it is possible to
look at the charge of the jet constituents for discrimination. Jet charge, Q

 , is defined as:

Q

 =
1

(pT)
X

trk i 2jet
qi ⇥ (p

i
T)

In [31], this variable was found to be well-modeled by Monte Carlo generators. An unfolding of the mean
of the ntrk variable was recently completed in [32] and improved modeling was seen for newer P�����
tunes.

The dependence of these variables on the presence of additional jets in the event was studied and no
dependence was seen if the nearest jet was at least �R > 0.8 away. The calorimeter variables were
observed to have a modest dependence on the average number of interactions in the event. For example,
the wcalo varied by 20% from 0 to 30 average simultaneous interactions for low pT jets, and had less than
5% dependence at high pT over the same range of simultaneous interactions.

3 This variable was used in Ref. [28].
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Figure 1: Left: shape comparison, in simulated QCD dijet events, of the likelihood discrimi-
nator for jets with 40 < pT < 50 GeV in the central region of the detector. Expected distri-
butions for light-quark jets (blue) and gluon jets (red) are shown separately. Right: discrimi-
nator performance curves of the quark-gluon tagger: green squares for jets with |h| < 2 and
40 < pT < 50 GeV, open brown markers for jets with |h| < 2 and 80 < pT < 100 GeV, yellow
solid markers for jets with 3 < |h| < 4.7 and 40 < pT < 50 GeV.

the event selection and the obtained results in these two control samples. In what follows, all
MC distributions are normalized to the integral of the data, as the interest lies in a comparison
of the variable shapes.

5.1 Validation on Z+jets events

The Z+jets control sample offers a relatively pure sample of quark jets in which more than 70%
of hard (pT > 100 GeV) and central (|h| < 2) jets are expected to originate from light-quark
hadronizations.

Only events in which the Z boson has decayed to a pair of muons are selected, as they provide
a clean experimental environment. The Z+jets events are selected in data according to the
procedure described in Ref. [23]. The full 2012 dataset is analyzed, triggered by dimuon triggers
with respective thresholds of 17 GeV and 8 GeV on the pT of each of the two muons. A total
integrated luminosity of 18 fb�1 has been used. The event selection further requires:

• the presence of two muons of opposite charge;
• the pT of the muons are required to be greater than 20 and 10 GeV, respectively;
• the dimuon invariant mass is required to fall in the 70-110 GeV range;
• the dimuon system and the (pT) leading jet are forced to be back-to-back in the trans-

verse plane by requiring their azimuthal difference to be greater than 2.5 rad;
• the subleading jet in the event is required to have a pT smaller than 30% of that of

the dimuon system.

The leading jet is considered and it is required to fail b tagging and pileup identification criteria.

Data are compared to simulated MC events, on which the same event selection criteria are im-
posed. This is shown in Fig. 2, where shape comparisons of the three input variables used in
the discriminator are shown for jets with 80 < pT < 100 GeV and |h| < 2 in Z+jets events:
multiplicity (right), pTD (center) and s2 (right). The data (black markers) are compared to the
MADGRAPH/PYTHIA simulation, on which the different components are shown: quarks (blue),
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Figure 4: Extracted templates for wtrk (left) and wcalo (right) comparing data (points), P����� (solid line) and
Herwig++ (dashed line). The top plots show the distribution for the lowest pT bin 25 < pT < 40 GeV, extracted
using dijet and Z+jet samples. The middle plots show the distribution for the pT bin 40 < pT < 90 GeV, extracted
using all three samples. The bottom plots show one pT bin using dijet and �+jet for the extraction: 90 < pT < 120
GeV. In all cases, |⌘ | < 0.8.
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Figure 3: The fraction of Monte Carlo simulated events where the leading jet is a quark or a gluon in the dijet (top),
�+jet (middle) , and Z+jet (bottom) samples. The Z+jet figure additionally includes the fractions for the SherpaMC
generator, which is only used for the Z+jet fraction systematic uncertainties. The bin centers are located at the mean
of the bin contents.
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Figure 5: Means of extracted templates for wtrk (left) and wcalo (right) comparing data (solid line), P����� (dotted
line) and Herwig++ (dashed line). The top plots show the distribution for |⌘ | < 0.8, the bottom plots are for
1.2 < |⌘ | < 2.1. The bottom panel of each plot shows the ratio of the P����� and Herwig++ distributions to the
extracted templates. The last pT bin in all plots includes overflow events.

4.4 Validation

Using the �+2jet and trijet validation samples defined in Section 3 it is possible to check the extracted
templates against purified quark- and gluon-jet data samples. Figure 7 show a comparison of the means of
the template distributions for quarks and gluons as compared with the two samples. The variables ntrk and
wcalo are displayed as examples. Generally the extracted templates and validation samples agree within
15%, with the extracted gluon means being typically 10–15 % higher in the validation sample. The quark
means are well reproduced, except at the lowest pT bins. Note that no attempt is made to correct the
validation samples to 100% light-quark or gluon jet purity. However the purity of these samples is above
90%. therefore di�erences between the the validation and extracted templates can be attributed to other
sources, such as sample dependence, as discussed in Section 5.

4.5 Discrimination Performance

In order to determine which variables are most powerful for quark-gluon discrimination, a likelihood is
created to rank the variables based on the fraction of gluons they reject (gluon rejection) for fixed quark
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distribution of basic parameter (Pythia8 and Herwig++) 
compared with dat  
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Figure 7: Comparison between the means of discriminating variables as a function of pT. Templates were extracted
using dijet and Z+jet samples in 25 GeV< pT < 40 GeV, all three samples in 40 GeV< pT < 90 GeV and dijet and
�+jet samples for pT > 90 GeV. The leading jet has |⌘ | < 0.8 (left) or 1.2 < |⌘ | < 2.1 (right). The last pT bin in all
plots includes overflow events.

acceptance. The likelihood is defined as

L(x) =
fq (x)

fq (x) + fg (x)
(8)

where fq (g) is the normalized template distribution of variable x for light quarks (gluons). Similarly for
2D templates in variables x, y the likelihood is

L(x, y) =
fq (x, y)

fq (x, y) + fg (x, y)
. (9)

where (x, y) indicates a bin in variables x and y.

Figures 8 and 9 show the quark acceptance versus gluon rejection obtained from the full set of variables
in example pT and ⌘ bins from each extraction type. Table 2 displays the gluon rejection achieved at
70% quark acceptance. The variables show a wider variation in performance in the lower pT bins, where
wcalo performs the best. At higher pT all variables perform similarly. The greatest gluon rejection at fixed
quark acceptance is found at more central ⌘. These observations are confirmed by Figure 10, which shows
the performance of the tagger as a function of pT. From these plots it is evident that the variables are
separated into two categories by their performance. The variables related to the jet constituent energy
and distribution tend to reject 40 to 50% gluon-like jets when accepting 70% quark-like jets. The electric
charge based variables only reject 40% gluons at this acceptance.

15

consistency among the sample  (note agreement of av is not enough) 
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Figure 3: Data-MC comparison for the quark-gluon discriminant in Z+jets (top) and dijet (bot-
tom) events for jets in the central region (40 < pT < 50 GeV to the left, 80 < pT < 100 GeV in
the center) and in the forward region with 40 < pT < 50 GeV (right). The data (black markers)
are compared to the MADGRAPH/PYTHIA simulation, on which the different components are
shown: quarks (blue), gluon (red) and unmatched/pileup (grey).

6 Systematic uncertainties

Depending on the concrete analysis in which the quark/gluon tagger will be applied, more
or less stringent control on systematic uncertainties will be required. To estimate the shape
uncertainty on the likelihood discriminant output, a generally applicable recipe is provided
that takes into account the discriminator shape variations observed in the validation of the
simulated samples. For this purpose the dijet data and MC samples are used to define shape
differences of the discriminant output, separately for quark and gluon jets. The full shape
differences are used to quantify the combined effect of the systematic uncertainties of the MC.
The shape variations established with dijet events are then applied to the Z+jets samples to
validate the method, and verify the closure with independent samples.

In order to vary the shape of the simulated sample within the bounds given by the discrepancy
between the data and the simulated discriminator shapes, the following function is chosen:

g (x, a, b) = tanh (a arctanh (2x � 1) + b) /2 +
1
2

(7)

It maps the interval [0, 1] onto itself and has two parameters (a, b) that can be used to shift the
population through the center and towards the center or the extremes. The values of the pa-
rameters a and b are obtained by a minimization of the c2 obtained from a comparison between
data and the simulation in dijet events. The dijet sample is chosen as it has a more balanced
quark-gluon composition, therefore making it more sensitive to mismodeling of either distri-
bution. The same smearing functional form is applied independently on the quark and gluon
distributions, so that the two are modified independently to match the data.
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us), while the red, green and blue solid lines show the reach with each susbset of
variables described in the previous subsection. As expected from the ROC curve in
Fig. 4, each of the subsets individually can lead to equal reach in this parameter
space. We recall that all the curves include the effect of the pre-selection cuts on
the jet pT ’s and ET/ (Cut-1) as well as a high M

e↵

cut. Thus these improvements
are within a high mass signal region. It is further observed that on including the
information of the ordered jet pT ’s of the first four jets the reach improves to a good
extent (cyan solid curve). Finally, if we now include the jet substructure information
as well, the reach in the Mg̃ �M�̃0

1
plane shows considerable improvement over the

standard analysis. In should be noted in particular that especially in the region where
the mass difference between the gluino and the neutralino falls in an intermediate
range, the jet substrucure observables provide stronger separation power, as the HT

or M
e↵

distributions of the signal become softer when the mass gap is reduced. Since
we have also included additional systematic uncertainties in the background rate
coming from the modelling of both the exclusive and jet substructure observables,
our estimates for the improvement in the LHC reach should be conservative. It is
thus promising that utilizing quark-gluon discrimination within an MVA including
kinematic observables can considerbaly improve the LHC search prospects of strongly
interacting SUSY particles.
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Figure 5. Projected 95% C.L. exclusion contours in the Mg̃ � M�̃0
1

plane at the 14
TeV LHC with an intergated luminosity of 300 fb�1. See text for details on the individual
exclusion contours.

In order to understand the systematic uncertainty from the MC modelling of
jet substructure, we have performed the full analysis using both the Pythia6 and
Herwig++ MCs. In Fig. 6 we show the 95% C.L. exclusion contours predicted by the
two MCs using either only the jet substructure subset (blue curves) or the full variable
set (black curves). For reference, the exclusion contours based on ATLAS cuts [5] are
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contour of maxBDT (S/√(B+(ΣδB)^2) =2 not much  
improvement  

ISR is important here 

max  (S/√(B+(ΣδB)^2) =2 

too small statistics  
anyway(next side) 



generator dependence + statistics 
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conclusion 

Current excess:  Just wait  

For future:  we need systematic control 
NNLO, jet substructure ( boost object, 
quark gluon separation)



Backups 



Meff cut Fig. 1:  A plot in “exclusion_contour.pdf”. 

Fig. 2:
Considering a parameter point on a contour labeled by  X GeV,  90% of events satisfying the Cut-1 condition 
remain after applying a cut, meff > X GeV.  
Therefore, background samples satisfying conditions Cut-1 and meff > X GeV are used for the analysis for model 
points on the contour labeled by  X GeV. 

I think we should generate Z+jets, W+jets, and ttbar+jets backgrounds satisfying conditions Cut-1 and 
meff > H700, 1200, 1700, 2200, 2600LGeV enough for making exclusion contours.  Required numbers maybe 
about 60000, 30000 and 20000 for Z+jets, W+jets, and ttbar+jets processes and each meff cut.  (We may need 
more events for  meff,cut = 700 and 1200 GeV sample.)

We apply different Meff cut  
for each parameter region


